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1. Exercise 5.3.

2. Exercise 5.10.

3. Exercise 5.16.

4. We have seen that the worst-case complexity of the Minkowski sum P ⊕ R of two polygons P
and R each with n and m edges respectively, might range from O(n + m) (both convex) to as
high as O(n2m2) (both nonconvex), which is quite a gap. Let us consider an intermediate but
realistic situation. Suppose that we assume that P is an arbitrary n-sided simple polygon, and
R is a convex m-sided polygon. Typically m is much smaller than n. What is the combinatorial
complexity of P ⊕ R in the worst case? and why? Draw an example of some P and R that
achieve the worse case complexity.

5. We now consider a translating robot given as an m-sided convex polygon moving among a
collection of polygonal obstables Pi having a total of n vertices. First we need some way of
extracting the special geometric structure of the union of Minkowski sums. Recall that we are
computing the union of Pi ⊕ R, where the Pi’s have disjoint interiors. A set of convext objects
{o1, . . . , on} is called a collection of pseudodisks if for any two distinct objects oi and oj both of
the set-theoretic differences oi \ oj and oj \ oi are connected (see Figure 1).
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Fig. 93: Minkowski sum (simple-convex) of O(nm) complexity.

The Union of Pseudodisks: Consider a translating robot given as an m-sided convex polygon and a collection of
polygonal obstacles having a total of n vertices. We may assume that the polygonal obstacles have been trian-
gulated into at most n triangles, and so, without any loss of generality, let us consider an instance of an m-sided
robot translating among a set of n triangles. As argued earlier, each C-obstacle has O(3 + m) = O(m) sides,
for a total of O(nm) line segments. A naive analysis suggests that this many line segments might generate as
many as O(n2m2) intersections, and so the complexity of the free space can be no larger. However, we assert
that the complexity of the space will be much smaller, in fact its complexity will be O(nm).
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Fig. 94: Pseudodisks.

To show that O(nm) is an upper bound, we need some way of extracting the special geometric structure of
the union of Minkowski sums. Recall that we are computing the union of Ti �R, where the Ti’s have disjoint
interiors. A set of convex objects {o1, . . . , on} is called a collection of pseudodisks if for any two distinct objects
oi and oj both of the set-theoretic differences oi\oj and oj\oi are connected (see Fig. 94). If this is violated for
any two objects, we say that these two objects have a crossing intersection. Note that the pseudodisk property
is not a property of a single object, but a property that holds for a set of objects.

Lemma 1: Given a set convex objects T1, . . . , Tn with disjoint interiors, and convex R, the set

{Ti �R | 1  i  n}

is a collection of pseudodisks (see Fig. 95).

Proof: Consider two polygons T1 and T2 with disjoint interiors. We want to show that T1 � R and T2 � R
do not have a crossing intersection. Given any directional unit vector u, the most extreme point of R in
direction u is the point r 2 R that maximizes the dot product (u · r). (Recall that we treat the “points” of
the polygons as if they were vectors.) The point of T1 �R that is most extreme in direction u is the sum
of the points t and r that are most extreme for T1 and R, respectively.
Given two convex polygons T1 and T2 with disjoint interiors, they define two outer tangents, as shown in
the figure below. Let u1 and u2 be the outward pointing perpendicular vectors for these tangents. Because
these polygons do not intersect, it follows easily that as the directional vector rotates from u1 to u2, T1

will be the more extreme polygon, and from u2 to u1 T2 will be the more extreme (see Fig. 96).
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Figure 1: Pseudodisks

(a) Prove the following lemma: Given a set of convex objects T1, . . . , Tn with disjoint interiors,
and convex R, the set

{Ti ⊕R|1 ≤ i ≤ n}
is a collection of pseudodisks (see Figure 2).

(b) Prove that given a collection of polygonal pseudodisks, with a total of n vertices, the
complexity of their union is O(n).
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Fig. 95: Lemma 1.
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Fig. 96: Alternation of extremes.

Now, if to the contrary T1�R and T2�R had a crossing intersection, then observe that we can find points
p1 p2, p3, and p4, in cyclic order around the boundary of the convex hull of (T1 � R) [ (T2 � R) such
that p1, p3 2 T1 � R and p2, p4 2 T2 � R. First consider p1. Because it is on the convex hull, consider
the direction u1 perpendicular to the supporting line here. Let r, t1, and t2 be the extreme points of R, T1

and T2 in direction u1, respectively. From our basic fact about Minkowski sums we have

p1 = r + t1 p2 = r + t2.

Since p1 is on the convex hull, it follows that t1 is more extreme than t2 in direction u1, that is, T1 is
more extreme than T2 in direction u1. By applying this same argument, we find that T1 is more extreme
than T2 in directions u1 and u3, but that T2 is more extreme than T1 in directions u2 and u4. But this is
impossible, since from the observation above, there can be at most one alternation in extreme points for
nonintersecting convex polygons (see Fig. 97).

Lemma 2: Given a collection of polygonal pseudodisks, with a total of n vertices, the complexity of their union
is O(n).

Proof: This is a rather cute combinatorial lemma. We are given some collection of polygonal pseudodisks, and
told that altogether they have n vertices. We claim that their entire union has complexity O(n). (Recall that
in general the union of n convex polygons can have complexity O(n2), by criss-crossing.) The proof is
based on a clever charging scheme. Each vertex in the union will be charged to a vertex among the original
pseudodisks, such that no vertex is charged more than twice. This will imply that the total complexity is
at most 2n.
There are two types of vertices that may appear on the boundary. The first are vertices from the original
polygons that appear on the union. There can be at most n such vertices, and each is charged to itself. The
more troublesome vertices are those that arise when two edges of two pseudodisks intersect each other.
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Figure 2: Union of Minkowsi sums

(c) Putting 5(a) and 5(b) together, what can you say about the combinatorial complexity of
the Minkowski sum of Pi ⊕R?

6. Implementation O’Rourke Exercise 5.33. Write a program that takes as input a polygon (a list
of vertices on the boundary, in ccw order), and repeatedly applies the midpoint transformation
to it. Perhaps take the number of iterations as input as well. Work out some way to display the
results, so you can see the shape after all iterations are completed. Form a conjecture based on
experiments with your code. You should do enough experiments to make sure that you are not
forming a theory based only on special cases.


